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Abstract
Software Supply Chain Security (SSC) involves numerous stake-
holders, processes and tools that work together to deliver a software
product. A vulnerability in one element can cascade through the
entire system and potentially affect thousands of dependents and
millions of end users. Despite the SSC’s importance and the increas-
ing awareness around its security, existing research mainly focuses
on either technical aspects, exploring various attack vectors and
their mitigation, or it empirically studies developers’ challenges, but
mainly within the open source context. To better develop support-
ive tooling and education, we need to understand how developers
consider and mitigate supply chain security challenges.

We conducted 18 semi-structured interviews with experienced
developers actively working in industry to gather in-depth insights
into their experiences, encountered challenges, and the effective-
ness of various strategies to secure the SSC. We find that the de-
velopers are generally interested in securing the supply chain, but
encounter many obstacles in implementing effective security mea-
sures, both specific to SSC security and for general security. De-
velopers also mention a wide set of approaches and methods to
secure their projects, but mostly report general secure software
engineering methodologies and seem to be mostly unaware of SSC
specific threats and mitigations.

CCS Concepts
• Security and privacy→ Usability in security and privacy.
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1 Introduction
The Software Supply Chain (SSC) includes the processes, materi-
als, and stakeholders involved in delivering software products or
services to consumers. As part of this chain, using existing tools,
resources, and infrastructure allows for cost and time effective soft-
ware product development and distribution without having to cre-
ate everything from scratch. Relying on external tools and libraries
also means that the companies using them cannot directly control
and ensure the security of these external components. In response to
prominent attacks such as the SolarWinds Orion breach [56, 71], the
NotPetya ransomware [49], and the recent xz-utils backdoor [18],
a concerted effort by both governments [63, 64] and industry has
been made to develop a set of guidelines and practices that ad-
dress the growing threat of SSC attacks. Because of its complexity
and many stakeholders, implementing SSC security is often not
straightforward. Especially developers might face numerous obsta-
cles and challenges, ranging from establishing trust for third-party
software components to the difficulty of ensuring that external
code components are vulnerability-free and up-to-date.

In this work we explore the current state of securing the SSC in
industry, specifically by investigating how industry developers deal
with the hurdles they face when trying to secure their SSC, analyz-
ing the thinking process behind adopting certain security measures
and neglecting others, and studying the factors that influence and
the perceived effectiveness of the tools they employ.
RQ1: How aware are developers of the Software Supply Chain?
We investigate if and how aware developers are of the SSC in
general, processes, and defenses, including secure coding practices,
consideration of human factors, sharing experiences, and informing
themselves about current threats and technologies.
RQ2: What challenges do developers face when trying to implement
Software Supply Chain security measures? SSC involves different
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stages of security that vary depending on the type and complexity
of the product and its environment. We investigate the challenges
developers encounter when trying to secure their products and
examine the reason behind them.

RQ3: What tools or methods do developers use for Software Supply
Chain security and what approaches do they consider to be effective?
SSC includes all stages from development to product delivery to
the consumer, requiring security for each stage with appropriate
methods. We aim to identify the security tools and methods devel-
opers use to secure their projects and to examine their experiences
regarding the effectiveness of these tools and methods.

2 Related Work
We present related work in two areas: research literature in the
context of SSC security and security studies involving interviews.

2.1 Software Supply Chain Security
The SSC consists of many different components and processes,
resulting in the individual components being of interest to at-
tackers and researchers alike including systematizations of knowl-
edge [4, 52]. Ohm et al. analyzed 174 malicious software packages
used in real-world attacks on open source SSCs, finding that 56%
of packages triggered their malicious behavior on installation and
61% leveraged typo squatting [51]. Ladisa et al. presented a tax-
onomy of attacks on open source supply chains validated by user
surveys with 17 domain experts and 134 developers [36]. Recent
research also investigated SSC concepts like Software Bill of Ma-
terials (SBOM) [12, 50, 62, 77] and metrics like OpenSSF Score-
cards [53, 75, 76, 78].

Dependencies act as ‘links’ in the SSC allowing projects to bene-
fit from existing code, but can also be an entry vector for attacks
and vulnerabilities. Research in this area include outdated depen-
dencies [35], dependency selection [40, 73], typosquatting [48], and
abandoned dependencies [44]. Yan et al. iteratively explored the at-
tack surface of supply chain residual vulnerabilities in open source
projects [74]. Updating and patching vulnerable dependencies is
an important maintenance step. Pashchenko et al. investigated
vulnerable dependencies in open source projects finding that the
vast majority (81%) may be fixed by simply updating to a new
version [54].

On the side of defenses for dependencies and updates, Ferreira
et al. proposed a lightweight permission system to protect Node.js
applications [15], Gonzalez et al. presented a tool to identify ma-
licious commits [21], and Froh et al. proposed a differential static
analysis approach to detect malicious code in package updates [19].

As part of the SSC, package repositories are a common data
source for measurement studies, e.g., JavaScript’s npm [1, 13, 42,
72, 79, 80], Python’s PyPI [2, 67], Ruby’s gem [30], and Google’s
Android [14]. Gu et al. conducted a one year measurement study
spanning six registries and seventeen popular mirrors, covering
over 4 million packages, finding that multiple threats exist in ev-
ery ecosystem, and some have been exploited by attackers [24].
Ladisa et al. analyzed seven ecosystems to show how attackers use
package managers and languages for arbitrary code execution in

open source supply chain attacks, identifying 3 install-time and 4
runtime techniques [37].

Past research into the security of continuous integration and con-
tinuous delivery (CI/CD) and build systems include hardening [7],
infrastructure as code [57, 58], and security strategies [11]. A num-
ber of scientific works focuses on GitHub action workflows [23, 33],
including the creation of new analysis tools [9, 47]. A defensive
build approach involves reproducibly building software artifacts or
packages directly from source code repositories [22, 38, 68]. Protect-
ing development environments is an important part of SSC security,
including published research in the areas of code secret leakage
(like API keys and passwords) [6, 34, 60] and IDE plugins [41].

Previous research in the SSC context mostly focuses on mea-
surements and tooling; in this work we conducted interviews to
investigate aspects that are not necessarily visible on a code level
such as developers’ awareness, perceptions, and encountered chal-
lenges in regards to securing the SSC of their products.

2.2 Security Interview Studies
Interview studies are a well-established, qualitative research ap-
proach for in-depth evaluations in the security research community,
however, little research centers human factors along the entire SSC.
Past interviews gained insights into the perceptions and work of ex-
perts such as security professionals [10, 59], administrators [8], app
developers [65], and ML developers [45, 46]. Past studies also cov-
ered individual SSC technology topics such as open source compo-
nents [69, 70], development processes and tooling [25, 29], program-
ming languages [27], cryptography and authentication [16, 26, 32],
reproducible builds [17], and dependency selection [39, 55].

In 2024, Amft et al. conducted 20 semi-structured interviews
with experienced open source software contributors, finding that
despite a high affinity for security, contributors face challenges
due to heterogeneous security setups, lack of enforced guidelines,
and social factors like trust and respect that hinder the sharing of
security knowledge and best practices [3]. In a 2024 preprint, Kalu
et al. conducted interviews with 18 high-ranking industry practi-
tioners across 13 organizations, finding that while software signing
is recommended for improving supply chain security, its adoption is
hindered by technical, organizational, and human challenges [31].

As shown by these relatedworks, interviews are awell-established
method in security and privacy research, allowing researchers to
effectively gather in-depth insights from software experts. While
recent research focuses on individual components of the SSC, such
as integrating [69, 70] and signing components [31], or building
reproducibly [17], our research investigates how developers holis-
tically consider security in the SSC. In a holistic overview we ex-
plore how developers consider supply chain security practices pre-
development to post-deployment, by interviewing them about all
aspects and measures during all development stages, rather than
individual processes as in prior work.

3 Methodology
In this section, we describe our research approach and the design
of the semi-structured interviews. To explore SSC security issues,
the challenges developers face, and effectiveness of various security
measures employed within commercial industry, we conducted 18
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semi-structured interviews with software developers and engineers
actively working in the field between December 2023 and February
2024.

3.1 Interview Guide
We developed an initial interview guide based on our research
questions and extended it based on relevant related work. Some
questions requiring clarification were accompanied by explanatory
notes designed in such a way that they would not influence the
course of the interview or create bias. We conducted two pilot
interviews with software developers. Based on feedback, we rear-
ranged questions between sections and rephrased others. The final
interview guide is provided in Appendix A.

3.2 Recruitment
Our recruitment strategy focused on currently employed software
developers from various industries with over three years of com-
mercial experience to ensure participants had experience with SSC
concepts or at least some exposure to them. We utilized multi-
ple recruitment channels (personal networks, discord, telegram) to
maintain a balance between quality and accessibility of participants.
Specifically, we looked for developers who satisfy our inclusion
criteria through our professional network, Discord channels, and
IT Telegram groups, where we posted messages that contained
details about our study, supplementary information, and contact
details. We aimed to recruit developers from a diverse range of
backgrounds, given that security measures may vary by country
and industry, e.g., financial institutions and telecommunications
may require specific security protocols and measures by local laws.
We chose recruitment channels to reach our desired sample, and
did not access any pre-existing pool of participants. Most of those
in our professional network we recruited opted in. As we also re-
cruited through open channels, we cannot make statements about
opt-in rates, as we do not know how many potential participants
saw our messages, and chose not to participate. We did not pay
participants for participation.

3.3 Interview Procedure
All the interviews were conducted through our university’s Zoom
instance between December 2023 and February 2024. Before start-
ing the interview, the participants were briefed about its purpose
and goals. It was clarified that participation was voluntary, that
respondents were free to ask for clarification should a question
be confusing, and that they were free to skip any question. Inter-
viewees were promised anonymity and were asked for consent to
audio record the interviews, emphasizing that the recordings will
be destroyed after transcription. Interviews lasted between 35 and
50 minutes. The semi-structured interviews were guided by the
major topics illustrated in Figure 1.

3.4 Data Analysis
A codebookwas created to systematically define and catalog the var-
ious themes and concepts that emerged during the coding process.
Each entry in the codebook consisted of a code, its description, and
potentially a list of subcodes that were derived from the resulting
data.

Intro
Introduction to the interview and obtaining verbal con-
sent.

1. Biography
Participants’ experience, role, and background.

2. Awareness of Software Supply Chain
Identify participants’ familiarity with the SSC, their opin-
ions about components, and their usage of security meth-
ods.

3. Security Issues and Challenges
Participants’ opinions about the security status of their
projects and identification of the challenges they face in
securing them.

4. Tools and Methods
Challenges with security tools, the methods employed
for security, and the selection of third-party components.

5. Securing the Development Lifecycle
How security is incorporated into the development pro-
cess, how time and security concerns are balanced.

Figure 1: Illustration of the flow of topics in the semi-
structured interviews. In each section, participants were pre-
sented with general questions and corresponding follow-ups,
but were generally free to diverge from this flow at will.

During the analysis, both thematic analysis and content analysis
were employed. The former was used to conduct an in-depth anal-
ysis of the responses to open-ended questions where respondents
shared their personal opinions. This method helped identify key pat-
terns in participants’ views, while the later one helped analyze more
structured responses, such as determining the frequency of men-
tions of different tools or methodologies. This approach provided
a comprehensive understanding of the studied issues, combining
both qualitative and quantitative aspects of the data.

3.5 Ethical Consideration
In this study, we adhere to the best practices from the Menlo report
such as beneficence, respect for persons, respect for laws, and justice.
Prior to signing up, we provided the participants with detailed
information about the study’s aims, its procedures, and the handling
of the collected data. This approach ensured that participants were
well-informed and couldmake a knowledgeable decision about their
involvement. We encouraged potential participants to ask questions
and informed them that their participation was entirely voluntary.
Prior to the interviews, we obtained participants’ informed consent
and made them aware of their right to skip any question for any
reason, whether due to lack of knowledge, preference not to disclose,
or restrictions on revealing certain information. We also informed
them of their freedom to withdraw from the study at any moment
without any consequences.
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All collected data was managed, processed, and stored in strict
compliance with GDPR requirements. Upon completion of tran-
scription, all original interview recordings were destroyed to further
ensure participant confidentiality. Participants were provided with
contact information should they have any follow-up questions or
require further clarification after the interviews. All authors in-
volved in data collection and analysis were enrolled/employed by
an institution outside the US that does not require ethics review
for this type of research. While we did follow all best practices,
we did not undergo formal review. We took great care to follow
research best practices, as well as principles outlined in the Menlo
Report [5].

3.6 Limitations
This study includes several limitations that should be considered
when interpreting its results. The sample size of 18 developers may
not fully capture the diversity of SSC practices and challenges on
the large scale of the software ecosystem. The reliance on quali-
tative, self-reported data introduces a degree of subjectivity and
potential bias, as participants’ responses are influenced by their
individual experiences, knowledge, and perspectives. Furthermore,
the rapidly evolving nature of technology, security practices, and
emerging SSC frameworks means that some findings might quickly
become outdated. The focus solely on developers may also neglect
other key stakeholders in the SSC, such as security specialists,
project managers, QA engineers, and senior executives, whose ap-
proaches to security could offer additional valuable perspectives.
Lastly, confidentiality concerns may have restricted the level of de-
tail participants shared about proprietary technologies or sensitive
security measures, potentially limiting a thorough grasp of SSC
security operations in industry. To protect participants’ identities
and workplace privacy, we agreed with them not to publicly share
full transcripts.

4 Results
We present the results of 18 semi-structured interviews with partic-
ipants involved in software development. We explored their aware-
ness and perceptions regarding SSC security, and we found that
developers do not consider SSC security holistically. However, par-
ticipants mentioned considering various aspects of general software
security and open source software security.

4.1 Participants
We interviewed 18 participants, 14 of whom hold degrees in com-
puter science or computer engineering. Their industry experience
ranges from three to over ten years, with an average of eight years.
The participants’ professional roles include freelancing, web devel-
opment, DevOps engineering, embedded systems, project manage-
ment, and cloud technology. They have worked in diverse indus-
tries such as financial technology, healthcare, sports, e-commerce,
automotive, and government. An overview of participants’ demo-
graphics is shown in Table 1.

4.2 Developers’ Awareness of the SSC
Out of 18 participants, 11 expressed some familiarity with the con-
cept of the SSC. However, despite this general awareness, some

P.No Position Industry Country

P01 Senior DevOps Telecommunication Germany
P02 Lead Developer IT Services India
P03 Lead Developer IT Services India
P04 Senior Developer IT Services Chile
P05 Developer IT Services Germany
P06 Senior Developer Healthcare Germany
P07 Developer Telecommunication Sweden
P08 Lead Developer Manufacturing India
P09 Senior Developer Various UAE
P10 Senior Developer IT Services Germany
P11 Software Architect Banking USA
P12 Senior Developer Healthcare Pakistan
P13 Software Architect IT Services India
P14 Senior Developer Various India
P15 Senior Developer IT Services Pakistan
P16 Lead Developer IT Services Germany
P17 Developer Sports Russia
P18 Developer Banking Germany

Table 1: Participants’ demographics based on self-reporting
in the interviews. Position and Industry are binned into cat-
egories to protect participants’ identities.

participants encountered challenges in formally speaking about
SSC, and were unsure on what it formally describes and encom-
passes. While most of them understood its various elements and
were relatively accurate in discussing its essence, they expressed
doubts about the reliability of their knowledge, e.g., “I’m somewhat
familiar with software supply chain that is the end to end delivery
from software initiation till the software delivery, am I correct?” (P02).
Participant P16 also directly pointed out the problem of lack of
formalization of the concept: “We do not formalize these processes
so much.” (P16) Participant P17 expressed difficulty in providing
a concrete definition, but highlighted its application in their pro-
fessional activities: “Maybe I don’t know the name, the actual name,
but I do know it in practical way, I think.” (P17)

Participants are aware of the elements of the SSC but not the
term. For participants who initially struggled to fluently discuss
the SSC, we shared an explanation in Zoom’s interview chat box,
based on prior literature [20, 28, 43], as follows: “Software supply
chain refers to the entire process involved in creating and delivering
software products. Main components found in almost every software
supply chain: Source code repository (GIT, SVN etc.), Dependencies
and libraries: third-party libraries and open source dependencies,
CI/CD systems: Jenkins, Gitlab CI/CD, azure devops etc., Develop-
ment tools: IDEs, code editors, Version Control, building tools (e.g.:
apache maven, webpack etc.), Deployment: Docker, cloud, databases,
Testing: unit testing, security testing (pentesting, authentication and
authorization testing, etc.), People: developers, QA testers, project
managers, open source maintainers, product owners, Code scanning
and analysis”. After reading our explanation, some participants
noted that they were familiar with many elements of the chain, but
had trouble articulating the concept: “So I do all those things, but
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I’m not aware of the software supply chain. Yeah. But I do all those
things and do not know the word.” (P10)

Participants’ understanding of SSC security is shaped by a com-
bination of formal education and practical experience. However,
despite the general awareness, there is a gap in the accuracy and
formalization of their understanding of the concept. Participants
possess practical experience in interacting with the different SSC
components but face difficulties in fluently articulating their place
in the SSC. Overall, even though most participants have at least
heard of the term, some indicated that they have a limited un-
derstanding of the SSC and do not holistically consider it in their
development processes.

Low awareness of supply chain attacks. Participants did not
report having been directly targeted by supply chain attacks. When
asked, they either volunteered issues not attacking the supply chain,
or reported patching well-publicized supply chain issues along with
other industry players, as detailed by participant P10:

“Normally these kind of issues comes with when we dis-
cover new kind of vulnerabilities in our third-part li-
brary or some kind of tool that we are using. Common
example I can give you like this or like local Log4J issue
that was in a Java library. That kind of issue sometimes
comes in. Yeah, that’s like common thing happened to
us. [. . .] we have addressed that critically and immedi-
ately.” — P10

4.3 Security Issues and Challenges
We present security issues and challenges related to tools and com-
ponents, and organizational challenges with budget, time, and re-
sources. Our interviews highlight that participants report facing
multiple challenges regarding general software security that often
influence supply chain security.

4.3.1 Challenges with Tools and Components. Participants reported
challenges with security tools and external components; they high-
lighted that issues like poor usability make it difficult to detect
vulnerabilities. They further mentioned challenges with updating
vulnerability scanning tools, making it challenging for them to
detect new threats or worse—leading to them abandoning the tools.

Usability issues with security tools. Multiple participants re-
ported challenges with the usability of security tools; specifically,
one participant (P08) expressed frustration with a software compo-
sition analysis (SCA) security tool not predicting and reporting all
issues in early runs, leading to a fractional approach to addressing
vulnerabilities and issues being reported after initial fixes:

“So the main challenges that I see with the security tools
is they cannot predict, at least they cannot report all
the issues in the early runs of our security violation. On
every run they keep reporting different issues. So for
example we use [security tool] and when I run it now,
if I get a report that it has some issues, the developers
fix them, but when we run it after two weeks or three
weeks later, it will report some issues which it should
have reported earlier, because the code base did not
change [. . .]” — P08

Participant P01 shared challenges associated with configuring
certain security tools within the CI/CD pipeline when managing
projects with different programming languages. They report that
the primary issue lies in the complexity of configuring a static
application security testing (SAST) tool they use so that it accurately
scans projects based on the programming language they use: “[. . .]
imagine having a repo with many languages, each time you scan, you
must edit the configuration file. This is one challenge.” (P01) Such an
issue is an example of the practical aspects developers face when
integrating security measures into a project that uses a diverse set
of technologies.

Participant P18 mentioned a problem they encountered after in-
tegrating a SAST tool into the CI/CD pipeline where it significantly
increased the project build time: “I remember once we had a problem
where we tried to bake in the tool into our pipeline, but the build time
became very long. I guess because of the codebase. It actually became
so long that it affected our sprints.” (P18)
Using third-party components introduces security risks.
Some participants (8) mentioned challenges in balancing the us-
age of third-party components and the need to ensure security.
Participant P17 talked about their decision to stop using certain
frameworks due to their notable security flaws in an effort to main-
tain the overall project security: “I can say I stopped using some
frameworks because of security problems. Like [content management
system], for example. [Content management system] is so easy to
hack, I can say. So much information by default is given through API.”
(P17) Participant P01 discussed a critical challenge that could be
posed by third-party libraries that are no longer updated, leaving
known vulnerabilities unaddressed, and mentioned having “[. . .] to
live with this latest version that is vulnerable” (P01)

Participant P10mentioned issues of third-party components ceas-
ing to provide support after a certain period of time, forcing the
search for alternatives that meet the project standards. They men-
tion the difficulty in finding suitable replacements, often leading to
the development of in-house solutions that may greatly impact the
speed of delivery:

“Sometimes projects or libraries don’t provide support to
a certain level after a certain time period. So in that case,
if we don’t have the support, we have to find an alter-
native for that. So there are alternatives, but sometimes
it can be quite hard to find alternative that matches
our requirements and our security standards, and that’s
where you have to use an engineering of your own, and
that takes some additional time.” — P10.

Participant P11 highlighted a major challenge they faced when a
long-used open source software component underwent ownership
changes, with another company becoming the new owner. This led
to a major overhaul and the release of a new version, disrupting
the project roadmap and highlighting the potential challenges that
come with relying on third-party open source software. They men-
tioned that this challenge is “ [. . .] like that sort of throw a trainwreck
into your roadmap.” (P11)

The period duringwhich a project is stuck on an outdated version
of a component may expose it to security vulnerabilities, especially
when projects are using old dependencies’ versions that are no
longer patched. Furthermore, integrating new components often
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involves a reevaluation of security protocols followed within the
project. All of this requires time, which may be utilized by malicious
actors until a project is finally updated, as outlined by one of our
participants: “Sometimes we have to make those changes because for
example once you’re switching to something new, the steps we follow
or the procedures we follow need to be adjusted accordingly, otherwise
everything will get more complicated.” (P10)

Although one of the most important security measures is au-
diting dependencies and keeping them up-to-date, the majority
of participants (13) mentioned it as one of the most challenging
security measures to implement. One participant mentions that this
comes from a lack of financial resources: “I believe nobody except the
banks and the military and some other high level organization does a
third party auditing to every component, and updates everything. I
think that’s way expensive. So it’s very difficult for people to do that.”
(P04) Another reason could be compatibility issues that may be in-
troduced upon updating: “Also updating is challenging because when
you update to the latest version you may need to change some parts
of the code which could lead to code breaking.” (P08) Additionally,
participant P08 also adds that business needs can prevent updates:
“And if our business is getting solved even if the library has an old
version, we will go with it to avoid downtime.” (P08)

4.3.2 Organizational Challenges with Budget, Time, and Resources.
Participants highlighted challenges with the lack of budget allo-
cated for security, which makes it challenging to prioritize security.
Additionally, they also explained that there is a lack of focus on
security training; if they exist, they are typically generic and mostly
also do not focus on SSC.
Lack of budget for security. Participants expressed major chal-
lenges with security tools and components, including configuration
difficulties, integration issues, and the need to stay alert to pre-
vent vulnerabilities. Furthermore, the task of managing, auditing,
and updating third-party dependencies presents another signifi-
cant challenge in software security. It is additionally hindered by
various constraints, from financial limitations and compatibility
issues to completing business priorities. The fear of introducing
compatibility problems or disrupting business operations further
complicates this challenge. Participant P11 expressed frustration
that they believe that organizations mainly focus on profit, with
security oftentimes not being prioritized:

“I think updating dependencies and validating and sign-
ing builds are probably really hard to implement. [. . .]
It’s really because most companies already have a really
long backlog of things to do for profit-generating, you
know, market-based sort of thing, and their first target
is not security” — P11

Additionally, only 9 participants receive financial support from
their employers to participate in courses, seminars, and workshops.
This indicates that many participants do not receive sufficient sup-
port for professional training, especially in such a critical area such
as software security.
Insufficient security training: Learnings are motivated by
personal interest. Participants expressed a lack of support from
organizations to further their knowledge in security. Further, par-
ticipants expressed a commitment to self-education and efforts to

keep their skills up to date despite the lack of direct motivation or fi-
nancial support from employers. Many participants (10) self-initiate
their own learning process by utilizing various online courses, fo-
rums, podcasts, and other resources to expand their knowledge
independently. For instance, participant P15 gained hands-on expe-
rience in penetration testing and specified educating themselves
about recent vulnerabilities.

Participant P17 mentioned that even though security-related
tasks are part of their daily work, their superiors do not actively
encourage further qualifications in the security domain, leaving
them to pursue security skills independently:

“Yes, I do learn to get better knowledge on security, but
for personal interests, not at the company level [. . .] we
always use security tools to protect ourselves and create
our projects using some famous frameworks that also
include in the background all these securities. But there
are no trainings on how to use them in the company.” —
P17.

Many participants prefer to invest in training that directly relates
to their current projects and professional goals. This reflects a
pragmatic approach to career development that prioritizes skills
that directly impact the workplace: “You know, I would say since my
job is more focused on DevOps and cloud computing and that stuff, I
would say I would focus more on taking courses that are beneficial to
this domain. [. . .] Maybe in the future I might consider taking security
courses.” (P01)
Companies’ security trainings are general and abstract.
Some participants (3) whose companies offer internal security
courses mentioned some issues within those courses. The issues
centered around security training being too general and not practi-
cal to apply in their actual projects. For instance, participant P16’s
company provided a security course; the knowledge provided was
perceived as abstract, and the program lacked the flexibility to adapt
to the specific needs of employees:

“[. . .] they [security trainings] can be too abstract in
general. And specifically the disadvantage that I saw
in it was that the things that were discussed there, I
couldn’t apply to my project. And it would be much
more useful if a person would come to our project and
see how our processes are built and offer something of
their own.” — P16

Lack of dedicated security roles. Only five participants men-
tioned having security roles in their organizations that are either
filled by a security professional or an entire unit responsible for
managing security issues: “We do have specific roles called security
officers. So they can be security officers of different experience level.
Some of them are at a software developer level. Some of them are at a
architect level. Some of them are a principle architect level.” (P08)

The allocation of security roles depends on many factors, in-
cluding the company’s budget, project complexity, and the level
of leadership responsibility. In certain cases, these roles may be
primarily focused on conducting penetration tests, which cover
only some aspects of SSC security: “Yes, for example, in our recent
project, there was a team of the pen testers that would frequently
check the security of the product and we would get the reports. [. . .]
but I don’t think that would be enough for perfect security.” (P15)
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Other companies adopt a more comprehensive approach that
includes training for developers: “We have security in our team,
security team and security master, I think it’s called. We have that
in every team. So one person, he got additional training for security
within the company to analyze if there is any security risks that we
introduce through our code changes.” (P07)

Only four participants indicated having security roles and high
security requirements within their companies, and felt that security
was systematically pursued.

Navigating trade-off between security and project deadlines.
Another major issue many participants frequently face is finding a
balance between time pressure and the need for security. Partici-
pants report that often developers must make difficult decisions on
whether to prioritize project timelines or address security concerns
at the cost of delaying its release. Most participants (11) reported
that due to strict time constraints within their company, they had
to either postpone addressing certain security issues until after
product release, or ignore them entirely:

“We also try to publish the project so quickly because we always
have a short deadline. That’s why sometimes we publish the projects
and push the security updates after the deadline.” (P17)

Further, participant P03 expressed that their clients “[d]on’t want
to make different adjustments with their deadline” (P03) and men-
tioned that implementing comprehensive security measures can
sometimes slow down the development process, leading to choosing
less secure options to deliver on time: “When you are implementing
any big security scheme into the system, it’s very difficult to meet the
deadline so we have to cross those bridges and start using less secure
things [. . .]. People are just looking for the solution not looking for
security sometimes.” (P03)

Though a majority of participants grappled with deadlines and
security, a few participants (5) mentioned taking a more system-
atic approach when faced with the issue of weighing time against
security. Specifically, participant P02 mentioned that they make
decisions based on the severity of the security issue, and try to
postpone deadlines where necessary. “When we are talking about
security, there are two levels to it. One is critical and risky and then we
have low security issues. So based on the priority of the security issue,
we make the decision of whether to patch it or whether to release it.”
(P02)

Almost all participants mentioned cases where they had to bal-
ance tight deadlines with the need for strong security. They ex-
pressed that this issue mainly arises from the pressure of managers
and clients who often care for features rather than security.

Balancing (mis)trust and security. Many participants (10) men-
tioned people (developers, users, and adversaries) as the most vul-
nerable component of the SSC. This includes a range of security
factors, ranging from accidental errors to malicious actors. Trust
was one of the most frequently mentioned reasons for considering
people as the most vulnerable component: “The most vulnerable
component is people. Because relying on trustworthy developers is
very hard these days. It’s very hard to find a trustworthy developer
with ethical and moral skills.” (P09)

Participants expressed a general mistrust in developers, espe-
cially based on seniority level. Participants P16 and P13 reported
feeling uncomfortable with junior developers having privileges and

access to sensitive parts of the project. Participant P16 exclaimed
their mistrust in junior developers by stating: “Well, in my first
company security was built on trust. That is, you need something, you
just get maximum access to it. Even juniors. At some point you have
access to delete all the resources. And it doesn’t really scare anybody,
it’s just like people are betting that it’s never going to happen.” (P16)

Further, participant P17 pointed out that they fear potential
sabotage or leaks of internal policies when certain team members
leave the company under unfavorable terms. This highlights the
need to strictly monitor not only the technical aspects of the project,
but also the human aspect: “[. . .] if someone leaves the company,
maybe they didn’t get paid, they might create so many problems for
the team, like leaking company code or security rules.” (P17)

Overall, many participants consider human factors as a critical
vulnerability in software security, with challenges ranging from
managing developer privileges to ensuring proper security training.
Security guidelines are not project specific. Some participants
(8) reported having standards or guidelines related to security. How-
ever, despite their existence, they do not always meet the needs
of teams and developers. Some participants pointed out that these
guidelines are often not too useful: “There are guidelines, yes. I don’t
think it’s as detailed as coming down to specific rules. Sure, there are
some rules in place, but most of the guidelines are very general and
not really applicable to everyone.” (P07)

Others find that the standards and practices in place can be quite
beneficial. The effectiveness and applicability of these guidelines
can vary significantly from one company to another, with some
companies managing to create security guidelines that participants
find useful: “Yes. We have best practices and coding standards. So
those documents are shared with all the developers. So whenever we
feel that we are supposed to raise a full request for a certain feature,
then we check that document.” (P02)

Participant P17 stated that they “[. . .] do not have these kind of
security standards or policies” and took the initiative in introducing
guidelines within their company, leading their company to “taking
security seriously”. Participants’ experiences with security standards
and guidelines greatly varied in our interviews, with some finding
them too general and not particularly useful, while others benefit
from well-defined practices and coding standards. Some also took
the personal initiative to introduce their organizations to guidelines.

4.4 Security Tools and Methods
In this section, we present participants’ views on security tools and
vulnerability assessment strategies. When asked about the tools
and methods they use for SSC, participants expressed strategies
they use for general software security, further highlighting a lack
of awareness about SSC.
Use of security tools despite challenges and issues. Almost
all participants specified employing different tools and methods to
ensure project security. Participants mentioned using static code
analysis, manual testing, keeping all third-party libraries and depen-
dencies up to date, and software updates to eliminate vulnerabilities.
Furthermore, some participants (7) emphasized the importance of
continuously monitoring deployed systems to detect anomalies and
promptly responding to security incidents: “Continuous monitor-
ing of deployed software. Deployed software means it is right now
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in the production stage mostly. And this is the code base which is
being served to all of the end customers. So continuous monitoring
is extremely important. [. . .] Deployment phase is one of the most
important phases.” (P13)

Dependency auditing is another method mentioned to ensure
security, despite the difficulties of conducting continuous depen-
dency audits in projects due to time and resource constraints, it is
an integral part of securing the SSC. The primary auditing tools
that were mentioned include SonarQube (9), MEND, Black Duck,
and OWASP dependency check, all of which aid in identifying and
mitigating potential security threats in project dependencies. Even
in situations where automated auditing tools are absent, partici-
pants usually resort to manual security testing: “I would say that
because also we don’t have some kind of automated testing tools, so
the reviews are mostly done manually.” (P05)
Only some teams conduct security tests at different stages of
the development process. Some participants (6) also reported
conducting penetration testing, where penetration testers simulate
attacks on the application and provide a report with patch require-
ments: “The internal security team try to hack into the application
using different tools and get a report which they send us, and we have
to fix certain things.” (P02)

During the software development lifecycle, participants spec-
ified the development and testing stages as the ones where they
focus the most on security: “The most fundamental phase where you
should focus on security is development phase. And before you do
the deployment, you apply a set of penetration testing, like trials and
quality assurance to maintain and check if your code is 100% reliable
for production.” (P09)
Key factors for selecting security tools: Popularity, latest
updates, user engagement, and known issues. All participants
reported assessing a project’s popularity and its user base, making
this one of the most frequently mentioned verification methods.
The popularity of a project can indicate that it has regular security
checks and updates, which may imply that problems are detected
fairly quickly: “Well, in any case, you would have to check the libraries
you’re using, but I would say that if you’re using a very famous, well-
known library, it’s more likely that it will be free from vulnerabilities
because it’s being used by many developers in many other projects.”
(P01)

Further, 15 participants mentioned verifying when a particular
tool or component was last updated, making this the second most
mentioned vulnerability check method:

“If any tool was updated more than a year ago then we
never use it, because if that tool has not been updated
in a long time, then there is a chance that it won’t be
updated in the future also and if there is any vulner-
ability or any security issue that may come in future
there is no guarantee that it will be updated” — P13

Additionally, few participants (4) go even further and check a
project’s known issues: “If you are using GitHub, for instance, you
can track all the issues in the issue section. From there, you can see
what the community members are reporting and the vulnerabilities
which are discovered on the repository itself.” (P09) Participant P11
mentioned that their security teams perform an analysis of a project
before allowing it to be integrated: “We submit a request that we’d

like to include this library. And in in a matter of days and weeks that
[the security team] will come back and say yes or no.” (P11)

Overall, participants employ a variety of tools and methods for
security and vulnerability assessment, including static code analy-
sis, manual testing, continuous monitoring, dependency auditing,
and software updates. Participants also mentioned considering key
metrics like popularity, engagement, known issues, or update fre-
quency when selecting security tools.
No adoption of SBOMs. Participants were recruited internation-
ally at a time that SBOMs were not yet widespread. Consequently,
participants either did not know the term, or reported a more gen-
eral strategy for keeping track of components and dependencies,
if at all. For example, SBOMs will be required to comply with the
upcoming EU cyber resilience act—this is, however, not in effect at
the time of writing this paper, and apparently has not made it into
interviewees’ development practice yet.

4.5 Developers’ Security Recommendations
In this section, we highlight participants’ recommendations and
suggestions for better security. Even though asked specifically about
supply chain security, results highlight an overall need for software
security, with less focus on SSC.
Developers should be aware of vulnerabilities. Participant P13
emphasized the importance for developers to have a comprehensive
knowledge of the different vulnerabilities, especially with regard
to the tools that they use: “The developers should be very well aware
of all of those security vulnerabilities and all of those development
practices, that should be followed for technologies they use.” (P13)
Developers should follow secure coding practices. Partici-
pants P02, P07, P14, and P18 point out the necessity of following
secure coding practices: “Secure coding practices are very important,
actually, if you follow them, you will secure yourself against many
OWASP listed attacks.” (P14)
Developers should carefully select third-party components.
Besides, they state that it is important to carefully select third-
party components. Participants P01 and P11 recommend utilizing
well-known and reliable repositories and software, stressing the im-
portance of verifying the security credentials of third-party vendors:
“Use really well-known repositories or software. Don’t just import or
use any libraries or tool that is lesser known, including in your IDE
environment and your development tools.” (P11)
Developers should carefully manage access rights. Lastly,
participants P12 and P16 discuss the importance of development
environments and managing access rights. Participant P12 rec-
ommends creating distinct development environments to protect
against unauthorized access, while participant P16 talks about pro-
tecting project resources frommisuse, especially by new developers:
“One of the most important is probably the protection of resources.
That is, which are involved in the project. This starts with access to
the source files. So that a junior could not conditionally come in and
destroy the database on the first day.” (P16)

Our participants’ recommendations highlight the complexity
of managing the security of the SSC, including recommendations
ranging from developers’ education, careful tools selection, trusting
people, and ending with following basic security practices.
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5 Discussion
In this work we reported insights from 18 semi-structured inter-
views with experienced industry developers to formulate key rec-
ommendations for improving SSC security.

We find that developers care about SSC security, although not all
of our participants were initially familiar with the specific term. We
also find both a lack of awareness of specific SSC attacks and also
a lack of knowledge around mitigations for these attacks. While
our participants were aware, mentioned, and implement security
practices and were securing open source components—an integral
part of SSC security—we encountered no direct discussion of some
other important SSC security approaches like secure builds and the
prevention of certain deployment and runtime threats. Similarly,
interviewees were not personally familiar with SBOM and supply
chain attacks, and the Supply-chain Levels for Software Artifacts
(SLSA) framework was also never discussed.

We think this shows that more awareness work, education, and
engagement is needed about SSC security in industry, specifically
highlighting the unique threats and mitigations in the context of
the SSC.We also think that threat modeling with developers, as well
as educational outreach in industry, can help increase awareness
and skills for developers to protect the SSC. Finally, as we once
again observe the importance of open source security for supply
chain, we recommend efforts that secure and make transparent the
security of open source components. Our work identified several
issues like usability issues with existing security tools, we implore
future work to determinewhether these stem from a lack of training,
insufficient documentation, or other user experience issues.

Based on our work, we recommend that the research community
as well as industry leaders that demonstrably have expertise in
securing the supply chain [61, 66] engage with a broad audience
of developers to disseminate current advances in supply chain
security.

6 Conclusion
We conducted 18 in-depth, semi-structured interviews with experi-
enced software developers from industry between December 2023
and February 2024 to explore their experiences and challenges in
securing the SSC. Our investigation focused on their awareness of
SSC, the hurdles they encounter, and the effectiveness of the strate-
gies and tools they employ. We discovered that while developers
are generally aware of SSC’s importance, they face significant ob-
stacles in implementing effective security measures. These include
issues with security tools, dependency management, and balancing
security with development time. We also find a lack of awareness
of new attacks and also defenses specific to supply chain security.
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A Interview Guide
Q1: Introduction

(1) Please tell me a bit about your biography, how did you get into the field of
software development?
(a) What is your experience in software development?
(b) What industry do you work in?
(c) Do you attend any conferences, workshops or seminars as part of your

professional activities?
(2) Does your employer offer benefits in the form of funding (full or partial) for

educational courses?
If yes: (a) Have you taken software security courses as part of this funding?

(b) Do you consider this experience useful? Has it been helpful in your
work? How?

If no: (a) In which field would you take a course if the opportunity were available?
Q2: Awareness of Software Supply Chain and Security Methods

(1) Are you familiar with the concept of software supply chain?
If yes: (a) Can you name key components of a software supply chain?

[Share information and ask b & c]
(b) Which components do you use in your daily work?
(c) In your opinion, which component is the most vulnerable in terms of

security? Why?
[Next share the main methods for SSC security and proceed]

(2) Were any of these methods familiar to you?
If yes: (a) Which methods do you use in your everyday work?

(b) In your opinion, which of these methods are the most challenging to
implement or use? Why?

(3) Does your company organize seminars or workshops on security-related
topics?

(4) Have you used any sources of information to broaden your knowledge of
security? If so, which ones?

Q3: Security Issues and Challenges
(1) How would you rate the security status of the current project you are working

on on a scale from 1 to 5, where 1 indicates insecure and 5 indicates highly
secure? Do you think there are security vulnerabilities?

(2) What are the main challenges you face in securing your project (e.g.: time,
cost, specificity of some tools: difficult to use or need additional training, etc.)?

(3) Are there specific guidelines or standards that you follow to ensure project
security?

(4) What recommendations would you give to other developers regarding ap-
proaches to ensuring the security of their projects? What would you consider
very important in terms of project security?

(5) Can you think of any supply chain related security issues your projects have
faced in the past?

Q4: Tools and Methods
(1) What problems do you most often encounter when using security tools? Have

you had to change or stop using certain tools or components (e.g.: frequent
updates which caused inconveniences, or the project was abandoned, etc.)? If
so, why?
(a) What do you think could be improved or enhanced?

(2) If and when you want to include third-party components into your projects,
do you check them for vulnerabilities? If so, how do you do that?

(3) Do you audit the dependencies used in your project?
(4) Are there roles in your project related to security?
(5) Do you keep your knowledge of new security tools and techniques up to date?

If yes, how?
Q5: Security in the Development Lifecycle

(1) During which phases of the development process do you place specific em-
phasis on security?

(2) Do you sometimes have to find a compromise between security concerns and
the need for speed of development?
(a) How do you allocate time for product development and security? What do

you prioritize?
(3) Have you had to make changes in the development process to improve secu-

rity? If yes, please tell us what changes were made?
(4) If you want to use third-party components or tools in your projects, what is

the criteria for choosing them, what metrics?
(a) Do you document all third-party dependencies or tools that are included

in the project?
(5) Opinion about having security guidelines within a company/team/project?
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